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Abstract 
 

Drug-drug interaction systems exhibit low signal-to-
noise ratios because of the amount of clinically in-
significant or inaccurate information they contain. 
MEDLINE represents a respected source of peer-
reviewed biomedical citations that potentially might 
serve as a valuable source of drug-drug interaction 
information, if relevant articles could be pinpointed 
effectively and efficiently. We evaluated the 
classification capability of Support Vector Machines 
as a method for locating articles about drug 
interactions. We used a corpus of “positive” and 
“negative” drug interaction citations to generate 
datasets composed of MeSH terms, CUI-tagged title 
and abstract text, and stemmed text words. The study 
showed that automated classification techniques have 
the potential to perform at least as well as PubMed in 
identifying drug-drug interaction articles. 
 

Introduction 
 

Improving the coverage and accuracy of drug-drug 
interactions can improve delivery of safe and cost-
effective patient care[1]. The incidence of drug-drug 
interactions (DDIs) in patients may range from 4.7% 
to 8.8%[2],  yet many knowledge bases fail to include 
important drug interactions and contain outdated, 
irrelevant, or even incorrect information [3-5].  

Inadequate techniques for collecting, filtering, 
and maintaining drug interaction information may be 
responsible for the incomplete and unreliable infor-
mation in these knowledge sources. Current 
pharmaceutical research produces approximately 
300,000 MEDLINE citations per year that are labeled 
with MeSH terms from the “Chemicals and Drugs 
Category,” and a representative reference publication, 
Physician’s Desk Reference, has grown from 2,787 
pages in 1995 to 3,440 pages in 2005. Unfortunately, 
filtering articles for new drug information remains 
predominantly a manual task [6]. Pharmacists 
responsible for maintaining DDI databases cannot 
easily review every published article; consequently, 
both new and revised drug interaction data may be 
overlooked. 

The authors intend to investigate the feasibility 
of automating portions of the DDI identification 
process. This report details the first step in this series, 

and discusses improving the yield from MEDLINE, a 
potential source of DDI information. Later steps will 
potentially include tools for extracting interacting 
drug pairs, evaluating the type and severity of the 
interaction, and applying this knowledge to drug 
database creation and maintenance. 

This study developed and evaluated an auto-
mated method for identifying articles about drug-
drug interactions using MEDLINE, a publicly 
accessible and potentially rich source of DDI 
information [7]. MEDLINE’s appeal lies not only in 
its status as a major repository of biomedical 
literature references [8], but also in that it is an 
underutilized tool by drug database developers [9]. 

We hypothesized that text processing and ma-
chine learning techniques could identify a set of DDI 
articles more readily than queries through the 
PubMed MEDLINE interface. In particular, Support 
Vector Machines (SVMs), a broadly applicable 
machine learning technique, have already proven 
successful at text classification [10] and identifying 
MEDLINE references according to their quality and 
usefulness in a clinical setting [11].  SVMs attempt to 
classify data by projecting vectors of variables into a 
higher feature space and finding the hyperplane that 
maximally separates them.   

We hope to enhance MEDLINE’s value as a 
source of DDI information by facilitating identifica-
tion of new pharmaceutical publications. This effort 
ultimately will assist in constructing more complete 
and relevant drug-drug interaction databases. 
 

Methods 
 

Defining a Drug-Drug Interaction Article 
Our objective was to locate MEDLINE articles that 
provide drug-drug interaction information worthy of 
inclusion in a DDI knowledge base. We define “drug-
drug interaction article” as referring only to 
publications that contain instructive information 
about the effects of two drugs on each other and on 
the patient. We excluded (as irrelevant to the study) 
publications that only discussed the impact of general 
drug interactions (ie. effect on hospital length-of-
stay, dangers of polypharmacy, financial 
consequences.)  
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Constructing a Corpus 
We first hand-classified a set of 500 MEDLINE 
citations in order to estimate the prevalence of DDI 
references in MEDLINE. This process revealed a 1% 
prevalence of these drug-drug interaction citations in 
MEDLINE’s collection. We elected to develop a 
corpus that had an enriched prevalence (10%) of DDI 
articles for this feasibility study. Therefore, we 
manually created a corpus of 2000 MEDLINE 
references, with publication dates between 1985 and 
2002, inclusive. The publication era was restricted to 
reduce the temporal bias resulting from yearly 
changes in MEDLINE indexing techniques – 
indexing may have produced significant 
discrepancies in the classification of an article pub-
lished in 2004 and from a similar one published in 
1970. 

To generate a sufficient number of positives for 
our dataset, we required a reliable and recognized 
source of influential drug-drug interaction articles. 
We began by composing a list of recently verified 
drug-drug interactions. We identified our institution’s 
care provider order entry system as a good source of 
well-maintained and expert-reviewed drug interac-
tions: its drug interaction database has been manually 
curated by expert hospital pharmacists for more than 
two decades and the database of over 500 significant 
interactions has evolved over time to exclude false-
positive warnings [12]. We randomly selected 150 
DDIs from this list to serve as a collection of expert-
validated drug-drug interactions. 

Next, we transformed the list of 150 pairs of 
interacting medications into a set of corresponding 
MEDLINE references from the pre-defined study 
period. We selected eFacts Online’s Drug Interaction 
Facts database as a reputable and comprehensive 
source of drug information with high-quality 
references to support each of its drug-drug interaction 
fact sheets [13]. Each reference in eFacts is listed by 
author, journal name, publication date, volume 
number and page numbers – providing sufficient 
information to locate the article in MEDLINE. For 
each of the 150 DDIs, we included every reference 
from eFacts that fell within our timeframe. This 
method identified 200 DDI citations. 

To balance our dataset with non-DDI articles, we 
randomly selected 1800 different articles from 
MEDLINE and labeled these as negatives. The num-
ber of these DDI- articles chosen from each year had 
to reflect the proportion of that year’s articles in the 
positive set. If 10% of the positive articles were from 
the year 2000, for example, we selected 10% of the 
negatives from the same publication year. 

Since preliminary experiments suggested a 1% 
prevalence of true DDI articles in MEDLINE, we 
reviewed the titles and abstracts of all 1800 randomly 

selected references in order to eliminate any true 
drug-drug interaction articles that may have been 
randomly included in the set. When a positive DDI 
article was found (we found 16), it was removed 
from the set of negatives and replaced with a 
neighboring article from the sampling frame. This 
process minimized the number of false negatives and 
improved the quality of the corpus.  

All citations were downloaded in both text and 
XML format using EFetch, an article retrieval tool 
provided by PubMed [14]. Each file was marked with 
its unique PubMed ID and its drug-drug interaction 
status (DDI+ or DDI-). The final reference dataset 
was composed of 1800 hand-sorted negatives and 
200 expert-reviewed positives, producing a corpus of 
2000 unique citations with a 10% prevalence of drug-
drug interaction articles. 
 
Evaluating PubMed 
The National Library of Medicine (NLM) PubMed 
interface allows users to run complex queries against 
the MEDLINE database, and presents an organized 
set of hyperlinked results. The major search fields 
include the title (text words), author, abstract (text 
words), journal name, and publication date of a 
paper, as well the controlled vocabulary Medical 
Subject Headings (MeSH) chosen by MEDLINE 
indexers to characterize a paper’s content [15].  

We first conducted a test of PubMed’s ability to 
extract relevant drug-drug interaction articles from 
MEDLINE, and evaluated this performance using 
sensitivity (recall) and positive predictive value (pre-
cision). We chose these measures because the value 
of the query results is dependent on the user’s infor-
mation needs. A DDI database curator looking for 
every publication mentioning an uncommon drug, for 
example, may desire high sensitivity, producing a set 
that may contain many irrelevant articles, but will not 
have missed any of the pertinent documents. On the 
other hand, a second user searching for information 
about a common drug might not want to retrieve 
every relevant reference (since that might be 
excessive), and would therefore prefer a query with 
high PPV (positive predictive value). 

With these two information needs in mind, we 
worked with expert librarian MEDLINE searchers 
from Vanderbilt’s Eskind Biomedical Library to 
develop two queries. The first query aimed to return a 
set with high sensitivity; the second query focused on 
maximizing PPV. The details of these two queries are 
presented in Table 1. 

We executed these queries through PubMed’s 
MEDLINE interface and intersected the resulting 
MEDLINE-wide citation set with our study dataset of 
2000 references. This identified the true and false 
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positives returned by the PubMed queries, restricted 
to the study DDI dataset. 

 
Table 1: Two PubMed queries 
 PubMed Query 

Query 1  
(maximize 
sensitivity) 

("drug interactions"[TIAB] NOT 
Medline[SB]) OR  
"drug interactions"[MeSH Terms] OR 
drug interaction[Text Word] 

Query 2 
(maximize 
PPV) 

Query 1 AND 
 ("Toxicity Tests"[MeSH] OR 
"Adverse Drug Reaction Reporting 
Systems"[MeSH] OR  
"Drug Hypersensitivity"[MeSH] OR 
"Drug Antagonism"[MeSH] OR 
"drugs, investigational"[MeSH] OR 
"Drug evaluation"[MeSH] OR  
"adverse effects"[Subheading] OR 
"toxicity"[Subheading] OR 
"poisoning"[Subheading] OR 
"chemically induced"[Subheading] OR 
"contraindications"[Subheading]) 

 
Processing the Citation Content 
In contrast to the PubMed queries, the experiments 
involving automated classification techniques re-
quired preprocessing of titles and abstracts. We tested 
two separate methods of text preprocessing, 
producing two different datasets. We named these 
datasets CUI and TERMS. 

To generate the first dataset (CUI), we applied a 
text filtering scheme utilizing the UMLS-based 
MMTx helper application (ver. AA2003) from NLM. 
To simplify the natural language of our documents’ 
titles and abstracts, we used MMTx to map free text 
to UMLS concepts. Each of the 2000 citations was 
processed separately with MMTx, using the “-a” and 
“-u” flags to limit acronym processing and the “-I” 
flag to include each concept’s (numeric) Concept 
Unique Identifier, or CUI. A binary (present/absent) 
vector of CUIs was used to represent the text (ab-
stract and title) content of every citation. The set of 
these binary vectors for all 2000 documents consti-
tuted the “CUI dataset” that served as input for 
automated classification methods. 

The second dataset (TERMS) was generated by 
extracting the title and abstract text of all 2000 corpus 
documents, removing all stop words (as defined by 
PubMed), converting text to lowercase, and replacing 
all punctuation with white space[11]. The remaining 
terms were reduced to their word stems using a pub-
licly available Perl implementation of the Porter 
stemming algorithm[16; 17]. This process has been 
useful for preparing text for machine learning 
tasks[11], and is considered standard for such work. 

Unlike the CUI dataset, TERMS also included 
the MeSH Headings and Subheadings (also known as 
Descriptor and Qualifier terms) associated with each 
MEDLINE. We did not split and stem MeSH terms 
because they were multi-word phrases representing 
information content from the full text of the article. 
To produce the TERMS dataset, we assembled binary 
present/absent vectors of these stemmed text words 
and MeSH terms for each of the 2000 documents in 
the corpus. 
 
Classifying the References 
We used the LIBSVM implementation of the SVM 
algorithm and conducted experiments using Matlab 
with a freeware SVM API[18; 19]. We tested both 
polynomial kernels (degree 1-4) with misclassifica-
tion costs of {0.001, 0.01, 0.1, 1, 10, 100} on both 
datasets. 

The CUI and the TERMS datasets were proc-
essed independently using the same methods. We put 
aside 33.3% of each dataset as a test set, and retained 
the remaining 66.7% as training data, which we in 
turn divided into 10 mutually exclusive sets (“folds”). 
The 10% prevalence of positives was maintained 
across all the resulting sets. We used a 10-fold cross-
validation to obtain an unbiased performance esti-
mate. By repeatedly using nine folds for training and 
the remaining fold as a validation set, we attempted 
to prevent overfitting of the data. Performance was 
measured by maximizing the area under the receiver 
operating curve (AUC). The kernel and cost parame-
ters that produced – in a cross-validated fashion – the 
best AUC were used to develop a model that was 
tested on the previously identified and untouched test 
set.  

For each dataset we also performed feature se-
lection to identify terms with high discriminatory 
power. HITON is a recently developed algorithm that 
has shown excellent performance on feature selection 
tasks with text words [11; 20]. In particular, we used 
the HITON-MB algorithm, which seeks Markov 
Blanket variables in a Bayesian network, and the 
HITON-PC algorithm, which identifies a set of par-
ents and children variables in the Bayesian network. 
We tested both HITON-PC and HITON-MB with and 
without a wrapping step that attempts to further re-
duce the number of features. These feature selection 
techniques were also performed 10 times in a cross-
validated fashion. 
 
Results  
 
PubMed Queries 
The results of both PubMed queries are presented in 
Table 2. For each query, we list the total number of 
MEDLINE articles returned, the number of those 
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articles present in our corpus, the number of those 
which were true positives, and the query’s sensitivity 
and positive predictive value.  
 
Table 2: PubMed query performance 

PubMed 
Query 

articles 
returned 

Return 
in 

corpus 

True 
DDI+ 

Sens. Spec. 

Query1 
(Sens.) 

101819 167 150 0.7500 0.9906 

Query2 
(PPV) 

32937 78 76 0.3800 0.9989 

 
Query 1 retrieved citations from our corpus with a 
sensitivity of 0.75 and a specificity of 0.9906. Query 
2 identified drug-drug interaction documents with a 
much lower sensitivity (0.38), but a higher specificity 
(0.9989).   
 
Text Classification Methods 
The results of the automated classification experi-
ments are presented for each dataset and feature 
selection method. For each combination, Tables 3 
and 4 list the number of features in the final model 
(built from the entire training set) and the AUC per-
formance on both the training and testing sets. The 
training set’s AUC is averaged across all 10 folds of 
the data. Models with the highest AUC on the test set 
are highlighted. Table 3 displays the results of the 
CUI dataset. 
 
Table 3:  CUI dataset results 
Feature Selection 
Method: 

# Features AUC 
(train) 

AUC  
(test) 

None 13187 0.9504 0.9795 
HITON-PC 32 0.9050 0.9675 
HITON-PCW 30 0.9116 0.9705 
HITON-MB 152 0.9081 0.9616 
HITON-MBW 149 0.9052 0.9474 
  
The SVM classifier using the full set of 13187 CUIs 
showed the best performance, producing an AUC of 
0.9795. The model identified by HITON-PCW (Par-
ents and Children with wrapping) also scored very 
highly, but was simpler (only 30 features) and com-
putationally much less costly. The latter model was 
generated using a linear classifier with a misclassifi-
cation cost of 10. 

While the CUI models were developed from 
text-to-UMLS mappings, the TERMS data included 
stemmed text words and MeSH terms. The results of 
experiments using the TERMS dataset are presented 
in Table 4. 

 
Table 4:  TERMS dataset results 
Feature Selection 
Method: 

# Features AUC 
(train) 

AUC  
(test) 

None 22586 0.9892 0.9887 
HITON-PC 13 0.9552 0.9893 
HITON-PCW 12 0.9577 0.9860 
HITON-MB 34 0.9633 0.9900 
HITON-MBW 24 0.9668 0.9821 
 
The full TERMS dataset included 22586 distinct 
word stems and MeSH terms. Of the four varieties of 
HITON we applied to reduce the number of features, 
HITON-PC (13 variables) and HITON-MB (34 vari-
ables) had the best classification performance. Both 
models were generated using a linear SVM with mis-
classification cost of 1. 

The AUC performance of the SVM classifiers is 
graphically displayed in Figure 1. The single-point 
performances of the two PubMed queries are anno-
tated. 

 
Figure 1: ROC curves for best models 
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Across all data points, the best TERMS model 
showed equal or better performance than the best 
model derived from the CUI dataset. Both models 
were able to match the performance of PubMed 
Query 2 (marked with an * in the graph above), 
which was the query designed to optimize PPV. The 
TERMS model outperformed PubMed Query 1 as 
well.  
 
Discussion 
The results of this study indicate that SVM classifi-
ers, when trained on a dataset of stemmed text words 
and MeSH terms, may be at least as good as PubMed 
queries at identifying articles about drug-drug inter-
actions. We conjecture that the performance of the 
CUI-trained SVM classifiers resulted from the data-
set content rather than the learning method, since the 
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CUI dataset did not include MeSH terms (which are 
known to have high discriminatory power.) The 
PubMed queries relied mostly on matching text 
words and MeSH terms for citation retrieval.  

One advantage of the SVM classification model 
is the ability to easily tune performance based on a 
user's particular information retrieval needs, adjusting 
it towards either sensitivity (minimizing false nega-
tives) or PPV (minimizing false positives). The 
concept of a precision/recall “slider” may prove use-
ful in document retrieval tasks, allowing a user to 
retrieve either a large, comprehensive set or a small, 
precise set of articles. In settings where multiple 
methods are used to retrieve information, for exam-
ple, users may prefer tools that deliver a reliably 
useful set of articles from MEDLINE to complement 
their other strategies. This approach is often cast as a 
“relevance” measure in typical information retrieval 
tasks, and may be worth investigating further. 

The work presented here represents a feasibility 
test for quasi-automated drug-drug interaction refer-
ence identification. More extensive and applied 
experiments will be required before we can generate 
a practical classifier for identifying drug-drug inter-
action articles in MEDLINE. We are currently 
working on constructing a wider range of more ro-
bust PubMed queries and experimenting with the 
automated classification of modified datasets that 
involve word frequencies and weights. In addition, 
decision trees have proven useful at mapping 
complex classifiers such as SVMs to Boolean que-
ries[21]. Further work will explore their application 
to drug-drug interaction article classification.  
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